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Abstract.With the ever increasing volume of information, 

document clustering is used for automatic document 
organization so as to yield relevant information in an 
expeditious manner. Document clustering is an automatic 
grouping of text documents into clusters so that documents 
within a cluster have similar concepts. Representation of 
document is a very important step in any Information 
Retrieval (IR) system. In traditional document representation 
methods, the feature vector representing the document is 
constructed from the frequency count of document terms. But 
traditional document representation methods can not identify 
semantically related terms. In this paper, we present a 
semantic document clustering method that uses Universal 
Networking Language(UNL) and Particle Swarm 
Optimization(PSO). We generate feature vectors using UNL. 
The hybrid PSO+K-means algorithm is used to cluster the 
documents. Some experiments are performed to compare 
efficiency of the UNL method with the traditional term 
frequency based method. The results obtained show that the 
PSO-based clustering method using the UNL  performs better 
than the term frequency based Method.  

Keywords—Universal Networking Language; Document 
clustering; Particle Swarm Optimization;  K-means. 

I. INTRODUCTION 
     Document clustering is a fundamental operation used in 
unsupervised document organization, automatic topic 
extraction, and information retrieval[1]. Document  
clustering  can be defined as grouping of text documents 
into clusters so that documents within a cluster have  
similar concepts. The representation of documents is an 
important issue in Information Retrieval (IR) system. The 
representation should be as compact as possible in order to 
allow efficient processing of large document collections, 
yet it should contain all of the relevant information. The 
vector space model is a widely used method for document 
representation in information retrieval. In this model, each 
document is represented by a feature vector. The unique 
terms occurring in the whole document collection are 
identified as the  attributes (or features) of the feature 
vector[2]. Binary method, tf (term frequency) method [4], 
and tf-idf (inverse document) method [3] etc. are different 
term weighting methods may be used in the vector space 
model. The  “bag of words” feature representation is used 
in most cases. But such a “bag of words” feature 
representation is not able to reflect the semantic content of 
a document because of the synonym problem and 
polysemy problem. For instance, having “intelligent” in 
one document and “brilliant ” in another document does 
not contribute to the similarity measure among these two 
documents. Two terms with a close semantic relation and 
two other terms with no semantic relation are both treated 

in the same way. This ignorance  about semantics could 
reduce clustering quality result. 
 In this paper, we present a semantic text document 
clustering approach that using Universal Networking 
Language  and Hybrid PSO+K-means algorithm. We 
generate feature vectors using Universal Networking 
Language (UNL) and then clustering of the documents 
using a hybrid clustering technique. UNL captures the 
semantics relation between words in a sentence. The UNL 
represents the document in the form of a semantic graph 
with universal words as  nodes and the semantic relation 
between them as links. 
The rest of this paper is organized as following; In section 
2, we discuss about the document representation. Related 
work is discussed and presented in section 3. Section 4 is 
devoted to UNL and feature vector generation using UNL. 
In section 5 hybrid PSO-Kmeans algorithm is presented.  
In section 6, we will give out the experimental results. 
Finally, conclusion and future work are given in section 7. 
       

II. DOCUMENT REPRESENTATION 
Document preprocessing   is the first step to represent the 
input documents collection into vector space model. 
Preprocessing is a very important and essential phase in an 
effective document clustering. Document preprocessing 
tasks involve tokenization, removal of stop words, 
stemming and term weighting . 

A. Document Preprocessing 
Document preprocessing consists of the following steps: 

1) Tokenization. 
Tokenization is the very first step involved in most text  
processing tasks. A tokenizer separates a text into a set of 
component elements called tokens. The simplest 
tokenization method is splitting the text according to 
blanks and punctuation marks.   
 

2)  Stop Words 
In written text, some words are very common and have no 
additional meaning to the actual content of the text, and 
has little or nothing to say about the text itself. 
Prepositions, conjunctions, nouns and articles are examples 
of such words(stop words). We can save a  lot of 
processing time and working memory after removal of stop 
words.  
 

3)  Stemming 
Stemming is the  next process after stop word removal. 
Stemmers try to identify the stem of a raw word in a text to 
reduce all such similar words to a common form, making 
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the statistical data more useful. In the process of stemming,  
the commoner morphological and inflexional endings are 
removed from words in English. For example, the phrases 
analysis, analyzer, and analyzing all have the stem form 
analy. Porter stemmer [6] and Lovins stemmer [5] are the 
two  most widely used stemmers. 
 

B. Document Representation 
A Document is represented by a set of keywords/ terms 
extracted from the document. Vector-space model 
introduced by Salton et al.[8] is the  widely used  keyword 
based model to represent textual data .Vector Space Model 
uses the concepts of linear algebra to address the problem 
of representing and comparing textual data[7]. In this 
model  a document d is represented as a document vector 
[wt0 ,wt1 , . . .wtn], where t0, t1, . . . tn is a set of words of a 
given document and wti is the weight (importance) of term 
ti to document d. The importance of word ti in a document 
d is represented by  its value wti to that document. Given a 
set of documents, their document vectors can be put 
together to form a matrix called a term-document matrix  
In the vector space model, the most widely-used weighting 
scheme is TF*IDF, which is the combination of the term 
frequency (TF) and the inverse document frequency (IDF). 
TF*IDF is mathematically written as 
 
Wij= tfi,j* log (N / dfi) 
Where wij is the weight of the term i in document j, 
tfi,j= number of occurrences of term i in document j. 
N is the total number of documents in the corpus, dfi is the 
number of documents containing the term i.  
 

III. RELATED WORK 
Text documents clustering can be challenging due to 
complex linguistics properties of the text documents. Most 
of clustering techniques are based on traditional bag of 
words to represent the documents. In such document 
representation, ambiguity, synonymy and semantic 
similarities may not be captured using traditional text 
mining techniques that are based on words and/or phrases 
frequencies in the text. Gad and Mohamed S. Kamel [11] 
proposed a semantic similarity based model to capture the 
semantic of the text. The proposed model in conjunction 
with lexical ontology solves the synonyms and hypernyms 
problems. It utilizes WordNet as an ontology and uses the 
adapted Lesk algorithm to examine and extract the 
relationships between terms. The proposed model reflects 
the relationships by the semantic weighs added to the term 
frequency weight to represent the semantic similarity 
between terms.  
 
In [9,10] authors introduced conceptual features in text 
representation. A concept feature is an aggregation of a 
few words that describe the same high level concept, for 
example, dog and cat describing the concept animal. They 
proposed three methods to include concept features in 
VSM, namely, (i) adding concept features to the term 
space (i.e., term+concept); (ii) replacing the related terms 
with concept features and (iii) reducing the VSM to only 

concept features For text clustering, experimental results 
[10] showed that only the term+concept representation 
improved clustering performance.  
 
Sridevi and Nagaveni [12] showed that combination of 
ontology and optimization improve the clustering 
performance. They proposed a ontology similarity measure 
to identify the importance of the concepts in the document. 
Ontology similarity measures is defined using wordnet 
synsets and the particle swarm optimization is used to 
cluster the document.  
 
In [15] authors proposed a semantic text document 
clustering approach based on the WordNet lexical 
categories and Self Organizing Map (SOM) neural 
network. The proposed approach generates documents 
vectors using the lexical category mapping of WordNet 
after preprocessing the input documents.  
 
Liping Jing et al[13] proposed a new similarity measure 
combining the edge-counting technique and the position 
weighting method to compute the similarity of two terms 
from an ontology hierarchy. They modified the VSM 
model by readjusting term weights in the document vectors 
based on its relationships with other terms co-occurring in 
the document. They applied three different clustering 
algorithms, bisecting k-means, feature weighting k-means 
and a hierarchical clustering algorithm to cluster text data 
represented in knowledge based VSM  
 
B. Choudhary and P.Bhattacharyya [16], described a new 
method for generating feature vectors, using UNL link and 
UNL relation method. UNL captures the semantic relations 
between the words in a sentence. The UNL presents the 
document in the form of a semantic graph with universal 
words as nodes and the semantic relation between them as 
links. The clustering method applied to the feature vectors 
is the Kohonen Self Organizing Maps (SOM). Experiments 
show that UNL method for feature vector generation tends 
to perform better than the term frequency based method. 
Chirag Shah et al.[17] describes a method for document 
vector construction where the semantic relation between 
words in a sentence are taken into consideration. To 
demonstrate that this method scores over other 
conventional methods viz tf ,tf-idf etc, the authors have 
used the mutual information concept from information 
theory which has been called the goodness of document 
vectors. 
 

IV. UNIVERSAL NETWORKING LANGUAGE 
The UNL [19] has been defined as a digital Meta language 
for describing, summarizing, refining, storing and 
disseminating information in a machine independent and 
human language neutral form. It represents information, 
i.e. meaning, sentence by sentence. Each sentence is 
represented as a hypergraph, where nodes represent 
concepts and arcs represent relation between concepts[18]. 
This hyper-graph is also represented as a set of directed 
binary relations between the pair of concepts present in the 
sentence. Concepts are represented as character strings 
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called Universal Words (UWs). UNL is composed of three 
elements: Universal Words, Relation and Attribute. 
Universal Words (UWs): Word knowledge is expressed 
by Universal Words which are language independent. UWs 
constitute the UNL vocabulary and the syntactic and 
semantic units that are combined according to the UNL 
laws to form UNL expressions. They are tagged using 
restrictions describing the sense of the word in the current 
context.. 
The following is the syntax of description of UWs in 
context-free grammar (CFG): 
<UW> ::= <Head Word> [<Constraint List>] 
<Head Word>::=<character> 
<Constraint List> ::= “(“<Constraint>[ “,”<Constraint>]… 
“)” 
Head Word is an English word/compound 
word/phrase/sentence that is interpreted as a label for a set 
of concepts. UW’s are used to index the UNL knowledge 
base (UNLKB).For example: drink, eat, dog etc. 
The Constraint List restricts the range of the concept that a 
Basic UW represents. Each restricted UW represents a 
more specific concept, or subset of concepts. For example: 
state(equ>nation) : denotes nation. 
state(icl>situation) : kind of situation 
state(icl>government) : kind of government 
Relation Labels: Conceptual knowledge is captured by the 
relationship between Universal Words (UWs) through a set 
of UNL relations. 
For example, John is reading a Novel is described in the 
UNL expression as, 
[UNL] 
agt(read(icl>do) @entry.@present.@progress, 
John(iof>person)) 
obj(read(icl>do) @entry.@present.@progress, 
novel(icl>book)) 
[/UNL] 
where, agt means the agent and obj means object. The 
terms read(icl>do), novel(icl>book) and John(iof>person) 
are the UWs denoting concepts. 
Attribute Labels: UNL attributes capture  speaker's view, 
aspect, time of events et. For instance, in the above 
example, the attribute @entry denotes the main predicate 
of the sentence, @present denotes the present tense, 
@progress denote an event is in progress. 
 An UNL expression can also be represented as a graph. 
For example, the UNL expressions and the UNL graph for 
the sentence, Ram went to China from India by aeroplane 
to attend a conference, are shown in Fig. 1 
{unl} 
agt(go(icl>move>do,plt>place,plf>place,agt>thing).@ent
ry.@past,Ram(icl>person)) 
plt(go(icl>move>do,plt>place,plf>place,agt>thing).@ent
ry.@past,China(iof>asian_country>thing)) 
plf(go(icl>move>do,plt>place,plf>place,agt>thing).@ent
ry.@past, India(iof>asian_country>thing)) 
met(go(icl>move>do,plt>place,plf>place,agt>thing).@en
try.@past,aeroplane(icl>heavier-than 
air_craft>thingequ>airplane)) 
obj:01(attend(icl>go_to>do,agt>person,obj>place).@entr
y, 

conference(icl>meeting>thing).@indef) 
pur(go(icl>move>do,plt>place,plf>place,agt>thing).@ent
ry.@past,:01) 
{/unl} 

 
 
 
 
 
 
 
 
 
 
 

 

Fig.1.UNL expression and UNL graph 

A. Generation of Document vector using UNL Links 
UNL is an Interlingua representation of a document, 
which represents information in the form of semantic 
graphs with hyper-nodes. Each of the nodes represents an 
unambiguous concept and edges represent the relationship 
that they form among themselves. In the UNL link method, 
Universal Words are used as the components of the 
document vector[16]. Since each UW is represented in an 
unambiguous manner, multiple words in the document get 
automatically differentiated, thereby producing correct 
frequency count. 
For example in the sentence, A bear can bear very cold 
temperatures The word bear  has two different senses, viz., 
bear(icl>animal) and bear(icl>tolerate). 
Hence, the frequency count of 2 is wrong for this word. 
They find different places in the document vector. After 
this, each component of the document vector which 
represents a different universal word (i.e., a concept) is 
assigned the number of links incident on the node, 
considering the graph to be undirected. The weight of each 
node in the graph is determined by the number of links to 
the node. When a UW is not present in the UNL graph of 
the document then 0 is written in its position.  
 
The process of construction of the document vector 
from the UNL representation is described [16]: 
 
1. Parse the UNL document to construct the UNL graph. 
2. For each UW in the UNL graph count the links to 

other UWs from it. 
3. Construct the feature vector by merging the counts 

got from step two. 
4. Output the feature vector. 
 
For example, consider the following two UNL graph 
given in figure  2 and 3 as given documents. 
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Fig.2. UNL graph  for the sentence “after studying at the 
LyceeJanson of Sailly, he passed his school-leaving certificate in 

1909” 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.UNL graph  for the sentence “during this period he was 
stationed at the Eiffel Tower, where he devoted his spare time to 
the study of technical problems” 

Here, the order of words is pass, certificate, after, he, 1909, 
school-leaving, study,LyceeJanson of Sailly, station, Eiffel 
tower, period, devote, this, time, study, spare, problem and 
technical. The vectors corresponding to the graphs are 
 
V1 =<4,3,2,2,1,1,2,1,0,0,0,0,0,0,0,0,0,0> 
V2=<0,0,0,3,0,0,0,0,3,2,2,4,1,3,2,1,2,1> 
 
The weight of each word is calculated using the method 
described above. 
 

V. HYBRID PARTICLE SWARM OPTIMIZATION 
AND K-MEANS CLUSTERING ALGORITHM 

A. Particle Swarm Optimization 
PSO is a  evolutionary computation technique first 
introduced by Kennedy and Eberhart in 1995 [20]. PSO is 
a population-based stochastic search algorithm which is 
modeled after the social behavior of a bird flock.  In the 

context of PSO, a swarm refers to a number of potential 
solutions to the optimization problem, where each potential 
solution is referred to as a particle. The aim of the PSO is 
to find the particle position that results in the best 
evaluation of a given fitness (objective) function [23]. 
 
Each individual in the particle swarm is composed of three 
D-dimensional vectors, where D is the dimensionality of 
the search space. These are the current position xi the 
previous best position pi, and the velocity vi [21]  The ith 
particle is represented  by a position denoted as xi = (xi1, 
xi2,. . . , xiD). In a PSO system, each particle flows through 
the multidimensional search space, adjusting its position in 
search space according to its own experience and that of 
neighboring particles. To evolve towards an optimal 
solution a particle uses a combination of the best position 
realized by itself and the best position realized by its 
neighbours. The standard PSO method updates the velocity 
and position of each particle according to the equations 
given below. 
ݐ)ௗݒ  + 1) = ߱ ∙ (ݐ)ௗݒ + ܿଵ ∙ ()݀݊ܽݎ ∙ ௗ) − (ௗݔ + ܿଶ ()݀݊ܽݎ∙ ∙ ௗ) − ݐ)ௗݔ ௗ)                                                   (1)ݔ + 1) = ݐ)ௗݒ + 1) +      (2)                                (ݐ)ௗݔ

where c1 and c2 are two positive acceleration constants, 
rand() is a uniform random number in (0, 1), pid and pgd are 
the best positions found so far by the ith particle and all the 
particles respectively, t is the iteration count and ω is an 
inertia weight which is usually, linearly decreasing during 
the iterations. The inertia weight ω plays a role of 
balancing the local and global search.  
In the context of clustering, a single particle represents the 
Nc cluster centroid vectors. That is, each particle xi is 
constructed as follows: 
 

xi=(oi1,...,oij,...,oiNc)                                                     
(3)                         

Where oij refers to the jth cluster centroid vector of the ith 
particle in cluster Cij. Therefore, a swarm represents a 
number of candidate clusters for the current data vectors. 
The fitness of particles is measured using the equation 
given below. 
 


∑ {∑ (	,ೕ)ುೕసబ ು }సబ ே   (3) 

where mij denotes the jth document vector, which belongs to 
cluster i; oi is the centroid vector of the ith cluster; d(oi, mij) 
is the distance between document mij and the cluster 
centroid oi;Pi stands for the number of documents, which 
belongs to cluster Ci; and Nc stands for the number of 
clusters. 

The PSO Clustering algorithm can be summarized as: 
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(1) Initially, each particle randomly select k different    
document vectors from the document collection as the 
initial cluster centroid vectors. 
 
(2) For t= 1 to tmax do 
     a)For each particle i do: 
     b)For each document vector  mp do 
        (i) Calculate the distance d (mp,oij), to all cluster    
             centroids Cij 
       (ii) Assign each document vector to the closest 
centroid   vector. 
       (iii) Calculate the fitness value based on equation 4. 
     c) Update the global best and local best positions 
     d) Update the cluster centroids using equations (1)    
          and (2) 
         Where tmax is the maximum number of iterations. 

B. K-Means Algorithmn 
In K-means algorithm data vectors are grouped into 
predefined number of clusters. At the beginning the 
centroids of the predefined clusters are initialized 
randomly. The dimensions of the centroids are same as the 
dimension of data vectors. Each data object is assigned to 
the cluster based on the similarity between the data object 
and the cluster centroid. The reassignment procedure is 
repeated  until the fixed iteration number, or the cluster 
result does not change after a certain number of iterations. 
. 
The K-means algorithm is summarized as 
1. Randomly  initialize the Nc cluster centroid vectors 
2. Repeat 
(a) For each data vector, assign the vector to the class with 
the closest centroid vector, 
 (b) Recalculate the cluster centroid vectors, using ܥ = ଵே∑ ∀ௗೕ∈ೄೕܦ
                                                                  (4) 

until a stopping criterion is satisfied 

C. Hybrid Particle Swarm Optimization+K-Means 
Algorithm 

In the hybrid PSO  clustering algorithm, the multi-
dimensional document vector space is modeled as a 
problem space. Each term in the document dataset 
represents one dimension of the problem space[1].In the 
hybrid PSO algorithm [1], the algorithm includes two 
modules, the PSO module and the K-means module. The 
hybrid algorithm first executes PSO clustering algorithm to 
find points close to the optimal solution by global search 
and simultaneously avoid high computation time. In this 
case PSO clustering is terminated when the maximum 
number of iterations is exceeded. The result of  the PSO 
algorithm is then used as initial centroid vectors  of the K-
means algorithm. The K-means algorithm is then executed 
until maximum number of iterations is reached. The K-
means algorithm tends to converge faster (after less 
function evaluations) than the PSO, but usually with a less 
accurate clustering [13] and PSO can conduct a globalized 

searching for the optimal clustering, but requires more 
iteration numbers and computation than the K-means 
algorithm. The hybrid PSO algorithm combines the 
advantage of both the algorithms: globalized searching of 
the PSO algorithm and the fast convergence of the K-
means algorithm.  
 

VI. EXPERIMENTAL RESULT 
UNL data is collected  from UNL site [22]. For the term 
frequency method in those document datasets, stop words 
are removed completely and  different forms of a word are 
reduced to one canonical form by using Porter’s algorithm 
[6]. 
In this paper, we created the document vector by UNL link 
method proposed in [16], TF and TFIDF method. The 
hybrid PSO algorithm is applied to document vector 
created by term frequency method and  UNL link method. 
The size of the vector created by TF method was 534 and 
the size of the vector created by UNL link method 
was561.The  cosine correlation measure is used as the 
similarity metrics in this algorithm. In the PSO clustering 
algorithm, we choose 10 particles,  the inertia weight w is 
initially set as 0.72 and the acceleration coefficient 
constants c1 and c2 are set as1.49. In this study the quality 
of the clustering is measured according to the following 
two criteria: 
Iintra-cluster similarities, i.e. the distance between data 
vectors within a cluster, where the objective is to maximize 
the intra-cluster similarity; 
Inter-cluster similarity, i.e. the distance between the 
centroids of the clusters, where the objective is to minimize 
the similarity between clusters. 
These two objectives respectively correspond to crisp, 
compact clusters that are well separated. Both intra-cluster 
similarity and inter-cluster similarity are internal quality 
measures. 
 
 Accuracy of clustering is given by[16], 
Accuracy = No. of documents correctly clustered / Total 
no. of documents 
 
The  results obtained are shown in table 1. 
 

Method Intra cluster Inter cluster Accuracy 
TF .1500 .3688 .6428 

TF-IDF .6949 .6270 .8571 
UNL .7442 .7340 .9763 

Table 1. Results 

 
CONCLUSION 

In this paper  document vectors  are  created by term 
frequency method and  UNL link method  and Hybrid PSO 
algorithm is applied to cluster the documents. UNL method 
uses the semantic information present in the form of 
relations between words in sentences. In this paper the 
performance evaluation of  term frequency method and  
UNL link method  has been studied. The performances of 
the UNL link method   were compared with the tradition 
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TF and TFIDF method.  The result shown in Table 1 
depicted  betterperformance for UNL link method than 
term frequency methods. 
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